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Abstract— Error-correcting codes for permutations have
received considerable attention in the past few years, especially in
applications of the rank modulation scheme for flash memories.
While codes over several metrics have been studied, such as the
Kendall τ , Ulam, and Hamming distances, no recent research has
been carried out for erasures and deletions over permutations.
In rank modulation, flash memory cells represent a permutation,
which is induced by their relative charge levels. We explore
problems that arise when some of the cells are either erased
or deleted. In each case, we study how these erasures and
deletions affect the information carried by the remaining cells.
In particular, we study models that are symbol-invariant, where
unaffected elements do not change their corresponding values
from those in the original permutation, or permutation-invariant,
where the remaining symbols are modified to form a new
permutation with fewer elements. Our main approach in tackling
these problems is to build upon the existing works of error-
correcting codes and leverage them in order to construct codes
in each model of deletions and erasures. The codes we develop
are in certain cases asymptotically optimal, while in other cases,
such as for codes in the Ulam distance, improve upon the state
of the art results.

Index Terms— Coding theory, flash memories, rank modulation
codes, permutation codes, deletion codes.

I. INTRODUCTION

FLASH memory is the storage medium of choice in
portable consumer electronic applications, and high per-

formance solid-state drives (SSDs) are being introduced
into mobile computing, enterprise storage, data warehousing,
and data-intensive computing systems. The rapid increase
in the capacity of flash memories makes them attractive
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in these applications. However, the capacity increase of
these technologies presents major challenges in the areas
of device reliability and endurance. These challenges can
be overcome through innovative coding and data handling
techniques.

Flash memories are comprised of blocks of cells. Each cell
can store one or more bits of information. For example, a
typical block in current flash memories contains about one
million cells. The number of levels per cell is a fixed value that
varies between 2 and 16 in current technologies. One of the
main challenges in flash memories is to exactly program each
cell to its target level. In order to overcome this difficulty, rank
modulation codes were proposed and studied in [11]. In this
setup, the information is carried by the relative values between
the cells rather than by their absolute levels. Thus, every group
of cells induces a permutation, which is derived by the ranking
of the level of each cell in the group. Shortly after the work
in [11], several papers explored codes which correct errors in
permutations specifically for the rank modulation scheme; see
e.g., [1], [4], [8], [12], [26]. These works include different
metrics such as Kendall τ , Ulam, and Hamming distances.
However, none of these papers studied the setup where cells
in the permutations are either deleted or erased. The goal of
the present work is to establish the foundations and present
results for these faulty mechanisms.

The paradigms we explore are derived from a hardware
implementation of the modulation process in rank modula-
tion codes [14], [15], [20]. In particular, while reading and
comparing between the levels of the cells, it may happen
that some cells are corrupted and thus cannot be read cor-
rectly. This leads to erasures in the case where the locations
of the corrupted cells are known, and deletions otherwise.
Furthermore, the missing information about the corrupted cells
may or may not affect the values of the other cells. We provide
more detail below.

Assume that a permutation π is stored in the flash memory
cells. Depending on the read mechanism, while reading π ,
some of the cells could be interpreted as erasures, or, alter-
natively, as deletions. In traditional models, each symbol is
affected by such errors independently; however, when using
permutations, erasures and deletions can potentially affect
the other symbols as well. To simplify our discussion, we
assume for now that only one symbol is either erased or
deleted. We consider four different models, which correspond
to two choices of characteristics: first, erasure or deletion:
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whether the location of the lost cell is known or not known,
and, second, symbol invariance or permutation invariance:
whether the other symbols cannot be changed or may be
changed as a result of the erasure/deletion. We enumerate
these models as follows and provide an example of each.
Suppose that the stored permutation is (5, 3, 2, 4, 1) and the
third symbol (that is, 2) is affected by one of the four types
of errors. For each of the four error models, we provide the
resulting output.

1) Symbol-invariant erasure (SIE): (5, 3, ?, 4, 1),
2) Permutation-invariant erasure (PIE): (4, 2, ?, 3, 1),
3) Symbol-invariant deletion (SID): (5, 3, 4, 1),
4) Permutation-invariant deletion (PID): (4, 2, 3, 1).
Note the reasoning underlying the “symbol-invariant” and

“permutation-invariant” terminology: In the case of symbol
invariance, only the affected symbol is changed, but, as a
result, the remaining symbols no longer form a permutation
over {1, 2, . . . , n′}, where n′ is the number of available ele-
ments. Meanwhile, in the case of permutation invariance, the
other symbols are affected so that the (non-erased) symbols
continue to form a permutation.

Our main contribution in the first three models of era-
sures and deletions is to first identify an existing distance
metric for permutations that will provide codes in the cor-
responding model. We then introduce suitable codes in this
model. In particular, we show that codes based upon the
Hamming distance can be used to correct symbol-invariant
erasures (SIEs). We also show that the models of permutation-
invariant erasures (PIEs) and symbol-invariant deletions (SIDs)
are equivalent and that codes designed for the Ulam distance
can be used in these setups. For the fourth model, we intro-
duce an asymptotically optimal single PID-correcting code
construction.

To the best of our knowledge, the research on codes
combating errors defined using the proposed models is very
limited. We could only specify the paper by Levenshtein [19]
which falls under the SID model and the follow up works
in [24] and [25]. These works contained explicit constructions
only for the case of a single SID. In [17], deletion-correcting
codes capable of correcting a large number of deletions were
studied. In particular, the work in [17] considers codes of
length n capable of correcting t deletions where the quantity
n − t is a constant. In this work, we focus on SID correcting
codes capable of correcting a small number of deletions
(greater than one).

The rest of the paper is organized as follows. In Section II,
we formally define the erasure and deletion models studied in
the paper and review the Hamming and Ulam distances for per-
mutations. In Section III, we show how to use existing codes in
these three distance metrics in order to construct codes for the
proposed erasure and deletion models. In Section IV, we give
a construction of codes in the Ulam distance, corresponding
to the second and third models, which improves upon the
best known codes. Afterwards, we focus on the fourth and
most challenging model, dealing with permutation-invariant
deletions. Section V considers some simple properties of PIDs.
In Section VI, we derive an upper bound on the maximum
cardinality of a code which can correct a single PID.

In Section VII we give a construction for such a code which
is asymptotically optimal.

II. DEFINITIONS AND PRELIMINARIES

Let Sn denote the set of all n! permutations of n elements,
chosen to be {1, 2, . . . , n}. We use the vector notation to
denote a permutation π = (π1, π2, . . . , πn). Given some per-
mutation π = (π1, π2, . . . , πn) ∈ Sn , its inverse permutation
is π−1 = (π−1

1 , π−1
2 , . . . , π−1

n ), where π−1
i is the location of

the element i in π . For example, for π = (6, 1, 3, 2, 5, 4) we
have π−1 = (2, 4, 3, 6, 5, 1). The set {1, . . . , n} is denoted
by [n], and for two positive integers a < b, the set {a, . . . , b}
is denoted by [a, b]. We denote the concatenation of two
sequences x, y by (x, y).

We now formally define the four models of symbol-
invariant/permutation-invariant erasures and deletions. For a
permutation π = (π1, . . . , πn) ∈ Sn , and a set of positions
I ⊆ [n], π(I ) is the set π(I ) = {πi : i ∈ I }. For an integer
a ∈ [n] and a subset J ⊆ [n], the integer a(J ) ∈ [n] is defined
as a(J ) = a − |{i ∈ J : i < a}|.

As an analogy, if a is the finishing position of a runner
in a race, and those runners finishing in positions given by
set J are disqualified, a(J ) is the new finishing position of
the original runner. For example, assume π = (6, 1, 3, 2, 5, 4)
and I = {1, 4, 5}, so that π(I ) = {6, 2, 5}. We take a = π3
and J = π(I ) in the above definition yielding π3(π(I )) =
3(π({1, 4, 5})) = 3({6, 2, 5}) = 3− 1 = 2.

Definition 1: Assume that π = (π1, . . . , πn) is a permu-
tation in Sn and I ⊆ {1, . . . , n} is a positions set of size
t (0 � t � n). We consider the following four models of
erasures and deletions:

1) Symbol-Invariant Erasure (SIE): The permutation π
suffered t symbol-invariant erasures in the positions
set I , resulting in the vector π ′ = (π ′1, . . . , π ′n), if

a) for all i ∈ I , π ′i =?, and
b) for all i ∈ [n] \ I , π ′i = πi .

2) Permutation-Invariant Erasure (PIE): The permutation
π suffered t permutation-invariant erasures in the posi-
tions set I , resulting in the vector π ′ = (π ′1, . . . , π ′n),
if

a) for all i ∈ I , π ′i = ?, and
b) for all i ∈ [n] \ I , π ′i = πi (π(I )).

3) Symbol-Invariant Deletion (SID): The permutation π
suffered t symbol-invariant deletions in the positions
set I , resulting in the vector π ′ = (π ′1, . . . , π ′n−t ), if 1

for all k ∈ [n] \ I and i = k(I ), π ′i = πk .
4) Permutation-Invariant Deletion (PID): The permu-

tation π suffered t permutation-invariant deletions
in the positions set I , resulting in the permutation
π ′ = (π ′1, . . . , π ′n−t ) ∈ Sn−t , if for all k ∈ [n] \ I and
i = k(I ), π ′i = πk(π(I )).

A code C ⊆ Sn is called a t-SIE/PIE/SID/PID-correcting
code if it can correct up to t SIEs/PIEs/SIDs/PIDs,
respectively.

The next example illustrates these four models.

1Note that for k1 �= k2, we have k1(I ) �= k2(I ).
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Example 2: Let π = (6, 1, 3, 2, 5, 4) ∈ S6 and
I = {1, 4, 5}, so that there are three errors. Then, the following
vectors are the received ones for each model:

1) Symbol-Invariant Erasures: π ′ = (?, 1, 3, ?, ?, 4).
2) Permutation-Invariant Erasures: π ′ = (?, 1, 2, ?, ?, 3).
3) Symbol-Invariant Deletions: π ′ = (1, 3, 4).
4) Permutation-Invariant Deletions: π ′ = (1, 2, 3).
Note that, of the four models, the errors in the first model

in Definition 1 are the easiest to handle and those in the last
model are the hardest with respect to the amount of informa-
tion that is lost. We continue by reviewing the Hamming and
Ulam distances.

The Hamming distance between two permutations π,
σ ∈ Sn , denoted by dH (π, σ ), is defined as the number of
positions for which π and σ differ. For two permutations
π, σ ∈ Sn , let �(π, σ ) be the length of a longest common
subsequence of π and σ . The Ulam distance between π and
σ is defined as dU (π, σ ) = n − �(π, σ ), see also [2], [5], [8].

Example 3: Let π = (4, 3, 1, 2, 5) and σ = (4, 3, 5, 1, 2).
Then dH (π, σ ) = 3 and dU (π, σ ) = 1.

The minimum distance of a code, according to any metric,
is the minimum distance between any two distinct codewords
in the code. For a code C ⊆ Sn , its minimum Hamming and
Ulam distances are denoted by dH (C) and dU (C), respectively.

III. CODES FROM EXISTING CODES IN OTHER METRICS

In this section we present codes for the erasure and deletion
models defined in Section II. In particular, we show how
existing codes in the Hamming and Ulam distances can be
used for these models.

Let us start with symbol-invariant erasures. First notice that
if only a single SIE occurred then it is immediate to complete
the missing symbol since its position is marked by ‘?’ and
its value is the missing element in the permutation. Thus, the
code C = Sn is a single SIE-correcting code. For more than
a single SIE, we show in the next theorem that codes in the
Hamming distance are necessary and sufficient.

Theorem 4: A code C ⊆ Sn is a t-SIE-correcting code if
and only if dH (C) � t + 1.

Proof: We show that if dH (C) � t + 1 then C is a
t-SIE-correcting code by proving the contrapositive. Assume
that C has minimum distance dH (C) � t + 1 but is not a
t-SIE-correcting code. Thus, there are two permutations
π, σ ∈ C and two positions sets I1, I2 ⊆ [n], each of size
at most t , such that if π ′ is the result of SIEs in the positions
set I1 in π and σ ′ is the result of SIEs in the positions set
I2 in σ , then π ′ = σ ′. First notice that I1 = I2. Otherwise,
assume without loss of generality that there exists i ∈ I1\I2, so
we get π ′i = ? and σ ′i �= ?, which is a contradiction. Hence, we
can denote I1 = I2 = I and |I | � t . Then we get that for every
i ∈ [n] \ I , πi = π ′i = σ ′i = σi , and thus dH (π, σ ) � |I | � t .
However, we assumed that dH (C) � t + 1, a contradiction.

Now, for the second direction, assume that C is a
t-SIE-correcting code. We view C as a code in [n]n so that
its minimum Hamming distance has to be at least t + 1, as
desired.

We next move to the models of PIEs and SIDs. Note
that with PIEs the locations are known but the values are

not known, while with SIDs the values are known while the
locations are unknown.

The next lemma establishes the surprising fact that the two
models are equivalent. Let π = (π1, . . . , πn) be a permutation
in Sn . Suppose π suffered t PIEs in the positions set I .
We denote the result by the length-n vector π ′ = (π ′1, . . . , π ′n).
With a slight abuse of notation, we denote by π ′−1

P I E =
(π ′−1

1 , . . . , π ′−1
n−t ) the length-(n− t) vector which specifies the

locations of the (n − t) non-erased symbols in π ′. Similarly,
if π suffered t SIDs in the positions set I , let the length-
(n − t) vector π ′ = (π ′1, . . . , π ′n−t ) be the resulting sequence.
We denote by π ′−1

S I D = (π ′−1
1 , . . . , π ′−1

n ) the length-n vector
which specifies the locations of the symbols [n] in π ′, where
a ‘?’ indicates that the symbol does not appear in π ′.

The preceding definitions allow us to use the concept of
permutation inverse for sequences that may not be per-
mutations in Sn . For example, if π = (4, 3, 5, 1, 2) and
two PIEs occurred in the second and fourth positions, then
π ′ = (2, ?, 3, ?, 1) and π ′−1

P I E = (5, 1, 3). If two SIDs occurred
in the second and fourth positions of π , then π ′ = (4, 5, 2),
and π ′−1

S I D = (?, 3, ?, 1, 2).
Lemma 5: If π ′ is the result of t PIEs over a permuta-

tion π ∈ Sn, then π ′−1
P I E is the result of t SIDs over the

permutation π−1. If π ′ is the result of t SIDs over a per-
mutation π ∈ Sn, then π ′−1

S I D is the result of t PIEs over the
permutation π−1.

Proof: For the first claim, let π ′ be the result of t PIEs in π
given by the positions set I . We note that for every k ∈ [n]\ I ,
π ′k = πk(π(I )) and hence the location of i ∈ [n − t] in π ′
is the location of the symbol ki in π such that i = ki (π(I )).
Therefore, for π ′−1

P I E = (π ′−1
1 , . . . , π ′−1

n−t ), we have that for

i ∈ [n − t], π ′−1
i = π−1

ki
, where i = ki (π(I )). Therefore,

π ′−1
P I E is the vector resulting from π−1 suffering t SIDs in the

positions set π(I ).
To prove the second claim, assume that π suffered t SIDs in

the positions set I , resulting in the vector π ′ = (π ′1, . . . , π ′n−t ),
such that for i ∈ [n − t], π ′i = πki , where i = ki (I ). Let
π ′−1

S I D = (π ′−1
1 , . . . , π ′−1

n ) be as defined previously. That is, for
i ∈ π(I ) have π ′−1

i = ? and for i /∈ π(I ), π ′−1
i = π−1

i (I ), or,
since π−1(π(I )) = I , π ′−1

i = π−1
i (π−1(π(I ))). Hence, the

vector π ′−1
S I D equals the vector resulting from π−1 suffering t

PIEs in the positions set π(I ).
As a result of Lemma 5 we conclude the following corollary.
Corollary 6: There exists a t-PIE-correcting code of cardi-

nality M if and only if there exists a t-SID-correcting code of
cardinality M.

To complete this discussion we only need to consider codes
in one of these two models. We will show how codes in the
Ulam distance are necessary and sufficient for codes in the SID
model. The following property was stated by Levenshtein [19]
but we prove it here for the completeness of the results in the
paper.

Theorem 7: A code C ⊆ Sn is a t-SID-correcting code if
and only if dU (C) � t + 1.

Proof: We first show that if C is a t-SID-correcting
code then dU (C) � t + 1. Assume on the contrary that C is
t-SID-correcting but that dU (C) � t . Let π, σ ∈ C be such
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that dU (π, σ ) = t ′ � t . Hence, π and σ have a common
subsequence of length �(π, σ ) = n−dU (π, σ ) = n−t ′ � n−t .
Let S be the set of symbols in this common subsequence. Let
Iπ be the positions set of the symbols [n]\S in π and similarly
let Iσ be the positions set of the symbols [n] \ S in σ . Then,
if π ′ is the result of t ′ SIDs in π in the positions set Iπ and
σ ′ is the result of t ′ SIDs in σ in the positions set Iσ , with
t ′ � t , we get that π ′ = σ ′. Therefore, the code C is not a
t-SID-correcting code, which is a contradiction.

Next we prove the other direction. Assume that C is not
a t-SID-correcting code but that dU (C) � t + 1. Thus, there
exist two distinct permutations π, σ ∈ C and two positions
sets I1, I2 ⊆ [n], each of size at most t , such that if π ′ is
the result of SIDs in the positions set I1 in π and σ ′ is the
result of SIDs in the positions set I2 in σ , then π ′ = σ ′. First
we have that |I1| = |I2| and since π ′ = σ ′, π and σ have a
common subsequence of length n − |I1| � n − t . Therefore,
dU (π, σ ) � n − (n − t) = t , a contradiction.

In the next section, we introduce novel constructions of
codes correcting PIEs and SIDs.

IV. NEW CODES CORRECTING PIEs/SIDs

The purpose of this section is to present novel codes
correcting permutation-invariant erasures or symbol-invariant
deletions. Recall that according to Lemma 5 and Theorem 7,
correcting either class of errors is equivalent to correcting
errors in the Ulam metric. For this reason, our proposed codes
will target this metric. We begin by introducing some notation,
tools, and codes in subsection IV-A. We build on these
results to introduce the main construction in subsection IV-B.
In subsection IV-C, we comment on how the proposed con-
struction improves upon the state of the art codes for the Ulam
metric given in [8] in the case where the Ulam distance is
at most 6. For ease of presentation, in the remainder in this
section we use the terms deletion and PID (erasure and SIE,
respectively) interchangeably.

A. Notation and Location-Correcting Auxiliary Code

For a sequence x with elements from the set [n] ∪ {?}
and for s ∈ [n], let D(x, s) be the result of removing all
occurrences2 of the symbol s in x. If s is not contained in x,
then D(x, s) = x. More generally, for I ⊂ [n], D(x,I)
is the result of removing all symbols from I in x. (Note
that we use cursive for set I containing the symbols to be
deleted and regular case for the set I containing the locations
of symbols to be deleted.) For I ′ ⊂ [n], let σ = Er(x,I ′) be
the result of substituting each of the elements of I ′ in x with
the symbol ‘?’.

Next, we introduce the first of several auxiliary codes
needed for our new construction. In order to distinguish
between the different auxiliary codes, we label them with a
superscript based on a code attribute. As the following code
can determine the locations of deletions (given that these
locations satisfy a certain constraint to be explained later),

2Note that here, x is not a permutation over Sn but rather a sequence over
[n] ∪ {?}, so that there may be several occurrences of a particular symbol.

we refer to it by CL . For the remainder of this section, we
assume that n, � are positive integers where n > � and �|n.
We define

CL
�,n = {π ∈ Sn : i ∈ [n], πi ≡ i − 1(mod�)}.

For example, π = (3, 4, 2, 6, 1, 5) ∈ CL
3,6. For σ =

(σ1, . . . , σn) ∈ Sn , the vector σ(mod�) = (σ ′1, . . . , σ ′n) is
defined by σ ′i = σi (mod�) for i ∈ [n]. Thus, for any code-
word π ∈ CL

�,n , the vector π(mod�) is a periodic sequence of
length n and period � where each period is (0, . . . , �− 1).

We now describe a decoding map DL
�,n and an associated

algorithm for the code CL
�,n. This algorithm inserts ‘?’ symbols

into σ so that in the resulting vector, for each i , if the element
at position i is not a ‘?’, then it equals i−1 modulo �. Suppose
that π ∈ CL

�,n is the stored codeword and σ is the retrieved
word, where σ = D(π,I) with I ⊂ [n], |I| = t < n. The
input to DL

�,n is σ .

1) Initialize j = 0 and let σ (1) = (σ, 0).
2) Let j = j + 1.
3) Let i be the smallest element in [n − t + j ] such that

σ
( j )
i �≡ i − 1(mod�) and σ

( j )
i �= ?. If no such symbol

exists, go to step 5).

4) Let σ ( j+1) be the result of inserting the symbol ‘?’ into
σ ( j ) at position i j . Go to step 2).

5) Define π̂ = (σ
( j )
1 , . . . , σ

( j )
n−t+ j−1).

We illustrate the decoding map DL
�,n with the following

example.
Example 8: Suppose n = 12 and � = 3 and let

π = (3, 7, 5, 9, 1, 8, 6, 4, 2, 12, 10, 11) ∈ CL
3,12,

and let I = {1, 3, 8, 11}. Then,

σ = D(π,I) = (7, 5, 9, 6, 4, 2, 12, 10).

Then, according to step 1), we have

σ (1) = (7, 5, 9, 6, 4, 2, 12, 10, 0).

Next, continuing the process, we have that

σ (2) = (?, 7, 5, 9, 6, 4, 2, 12, 10, 0),

σ (3) = (?, 7, 5, 9, ?, 6, 4, 2, 12, 10, 0),

σ (4) = (?, 7, 5, 9, ?, ?, 6, 4, 2, 12, 10, 0),

σ (5) = (?, 7, 5, 9, ?, ?, 6, 4, 2, 12, 10, ?, 0),

and, finally,

π̂ = (?, 7, 5, 9, ?, ?, 6, 4, 2, 12, 10, ?).
Let Consec(π,I, �) be equal to 1 if there exists a

subset of � symbols from I that appear consecutively in π .
Otherwise, Consec(π,I, �) = 0. If Consec(π,I, �) = 1,
then let L�(π,I) be the set of symbols that constitute
the first occurrence of a subset of � symbols from I
that appear consecutively in π . If Consec(π,I, �) = 0,
then let L�(π,I) = ∅. For example, let π be as in
Example 8, then, Consec(π, {3, 7, 5, 8, 6, 4}, 3) = 1 and
L3(π, {3, 7, 5, 8, 6, 4}) = {3, 5, 7}.

Let x be a sequence with symbols from [n]∪{?} and let |x|
denote the length of x. The following claim follows directly



140 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 1, JANUARY 2016

from the definition of the map DL
�,n . Recall that the operation

Er(π,I) substitutes each of the elements of I present in π
with the symbol ‘?’.

Claim 9: For positive integers n, �, suppose π ∈ CL
�,n,

I ⊂ [n], and σ = D(π,I). If Consec(π,I, �) = 0, then
DL

�,n(σ ) = Er(π,I). Otherwise, |DL
�,n(σ )| � n−� < |π | = n.

Claim 9, in other words, states that if a certain constraint
(that is, longest maximal substring deleted from π has length
less than �) is met, then the output of DL

�,n is π with symbols
of I replaced by ‘?’s. Otherwise, the algorithm returns a
sequence with length shorter than the length of π .

The decoding map can only fail to place elements in their
proper positions if consecutive elements corresponding to
entire periods of length � are deleted. As a result, we note that
the output sequence must have length n− k� for some k � 0.
In particular, if the number of deletions is smaller than 2�, the
output sequence must have length n if Consec(π,I, �) = 0
and length n − � if Consec(π,I, �) = 1.

This concludes the analysis of the location-correcting
code CL

�,n . We will rely on CL
�,n as a building block for our

novel code construction in the following.

B. Code Construction

We begin by giving two more auxiliary codes. The first
code, which we call CE

n′ ⊆ Sn′ , can correct a single SID. The

superscript E in CE
n′ refers to the fact that CE

n′ has a prescribed
edit or deletion distance. In particular, CE

n′ can correct a single
insertion or deletion. A construction of such a code and an
associated decoder DE

n′ were given in [19].
The decoder DE

n′ operates as follows. Recall that the oper-
ation D(π, s) removes the element s from π . Suppose σ =
D(π, s), where π ∈ CE

n′ . The output of DE
n′(σ ) is the ordered

triplet (s, s′, s′′) where s is the symbol deleted from π to
obtain σ , s′ is the symbol immediately before s in π , and s′′
is the symbol immediately after s in π . If s is the final symbol
in π , then s′′ = 0 and similarly if s is the first symbol in π ,
then s′ = 0.

The second code CH
d,n ⊆ Sn has minimum Hamming

distance d . The structure of the code CH
d,n ⊆ Sn will be

described in more detail in Section IV-C. For the next sub-
section, we only require that CH

d,n has minimum Hamming
distance d .

Using the three auxiliary codes, we now present a code
capable of correcting 2� − 1 SIDs. The idea is to constrain
our codewords (or certain functions of our codewords) to
simultaneously be members of each of the codes CL

�,n , CE
n/�,

and CH
3�−2,n . Below, we explain the intuition behind this idea,

and follow up by providing more detail later on in this
section.

Our goal is to correct up to 2�− 1 SIDs. We first identify
the locations of the deletions. If fewer than � of the deletions
are consecutive, we can correctly identify their locations
with DL

�,n . If � or more of the deletions are consecutive, we
look to identify the location of the first element of the con-
secutive deletions with DE

n/�. Doing so allows us to fix all the
remaining deletion locations. Once these locations have been
determined, we can treat the deletions as erasures, which can

be corrected by the decoder of the third (Hamming metric)
code.

For a permutation π ∈ Sn and an integer 0 � i � � − 1,
let R�(π, i) be the subsequence of π that only contains the
symbols from the set {s ∈ [n] : s ≡ i(mod�)}. (The notation
R refers to the fact that we restrict π to elements congruent
to i modulo �.) For shorthand, denote {1, 2, . . . , n} as [n].
For positive integers m, n, k, and x ∈ [n]m , let (x − k)/� =
(y1, . . . , ym) be such that for i ∈ [m], yi = 
(xi − k)/��.
We introduce the code CU

2�,n, where U refers to the Ulam
metric.

Construction 10: For positive integers n, � where n > � and
�|n, let CU

2�,n ⊆ Sn be the code consisting of all permutations
π ∈ Sn that satisfy the following conditions:

1) π ∈ CL
�,n ,

2) (R�(π, i)− i)/� ∈ CE
n/� for 0 � i � �− 1, and

3) π ∈ CH
3�−2,n .

We show that the code CU
2�,n can recover from up to any

m = 2� − 1 SIDs (or, equivalently, that it has Ulam distance
at least 2�.) Suppose σ = D(π,I) ∈ [n]n−m where I ⊆ [n],
|I| = m, and π ∈ CU

2�,n.

We detail the decoding procedure. We begin by computing
Consec(π,I, �). According to Claim 9, DL

�,n can determine
the locations of all the deletions unless Consec(π,I, �) = 1.
Recall that if Consec(π,I, �) = 1, then a substring of length
at least � is deleted from π and DL

�,n returns a vector of length
less than n. In this case, the decoder DE

n/� is used to determine
the location where the substring (of length at least �) was
deleted from π . The locations of any remaining deletions are
discovered with a further application of DL

�,n . Now, in either
case, the deletion locations are known, so that we may treat
them as erasures. Using DH

3�−2,n , the values of the deleted
symbols are recovered.

Next, we formally define the decoding procedure. We refer
to the decoding map for CU

2�,n as DU
2�,n : [n]n−m → Sn . The

input to the map is σ and the output is an estimate π̂ of the
codeword π ∈ CU

2�,n. The decoder is presented in Algorithm 1,
where we use the following notation. Let s′, s′′ ∈ [0, n] and
σ ∈ [n]n−m be a vector. We define σ [s′, s′′] as follows.
If s′ = 0, then σ [s′, s′′] is the set of symbols that appear
before the symbol s′′ in σ . Similarly, if s′′ = 0, then σ [s′, s′′]
is the set of symbols that appear after the symbol s′ in σ .
Lastly, if s′, s′′ > 0, σ [s′, s′′] refers to the set of symbols in σ
that are between the symbols s′, s′′, exclusive.

Theorem 11: The code CU
2�,n has Ulam distance at least 2�.

Proof: Let π be a permutation in CU
2�,n affected by

deletions of elements given by the set I. The result is proven
by showing that if I has size no more than 2�− 1, the output
π̂ of Algorithm 1 equals π . In this proof, let B = L�(π,I).
In step 1, we compute DL

�,n(σ ). The output of step 2 has two
possibilities.

In the first case, suppose that at step 2 we have |σ (1)| = n.
Then, from Claim 9, we have σ (1) = Er(π,I) and B = ∅.
In step 10, since π belongs to a code with minimum Hamming
distance 3�− 2, and |I| = 2�− 1 � 3�− 2, the values of the
deleted symbols can be recovered. Thus, when |σ (1)| = n, we
have that π̂ = π .
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Algorithm 1 DU
2�,n : [n]n−m → Sn

input : the retrieved permutation σ = D(π,I)
output: estimate π̂ of π

1 σ (1)←− DL
�,n(σ );

2 if |σ (1)| = n then
3 σ (4)←− σ (1);
4 else
5 k ←− min{x ∈ Z� : |R�(σ, x)| = n

� − 1};
(s, s′, s′′)←− DE

n/� ((R�(σ, k)− k)/�);
S = σ [� · s′ + k, � · s′′ + k];

6 σ (2) ←− D(σ,S);
7 σ (3)←− result of inserting � · s + k between � · s′ + k

and � · s′′ + k in σ (2);
8 σ (4)←− DL

�,n(σ
(3));

9 end
10 π̂ ←− DH

3�−2,n(σ
(4));

Next we have the case that |σ (1)| = n − �, which, as
seen from our previous discussion, is the only possibility if
|σ (1)| �= n and there are fewer than 2� deletions. Since
out of the (at most) 2� − 1 deleted symbols, the � symbols
of B are consecutive in π , each element of B belongs to a
distinct equivalence class modulo �. There are up to � − 1
other deleted symbols so that, since there are � equivalence
classes modulo �, there exists an equivalence class modulo �
with precisely one deleted symbol. Hence, there exists k such
that |R�(σ, k)| = n

� − 1 (the algorithm arbitrarily picks the
smallest possible value for k in step 5). The deleted symbol
from R�(π, k), that is the only deleted symbol that is equal to

k(mod�), is � · s + k, where (s, s′, s′′) = DE
n/�(

R�(σ,k)−k
� ).

For simpliciy of presentation, in the algorithm and in this
discussion we ignore the possibility that s′ = 0 or s′′ = 0;
these cases can be handled similarly.

Since the � symbols of B are consecutive in π , there is one
element of B that is equal to k(mod�). But since � · s + k is
the only deleted element from π that is equal to k modulo �,
we have � · s + k ∈ B . This in turn implies that the symbols
of B are located between the symbol � · s′ + k and the symbol
� · s′′ + k in π . So the size of the set S in step 5 is at most
(2�− 1)− � = �− 1, where 2�− 1 is the number of symbols
between � · s′ + k and � · s′′ + k in π and � is the number of
symbols in B . Hence, |σ (2)| = n − |I| − |S| � n − (3�− 2).

In step 7 of the algorithm, � · s + k is inserted in its correct
position. So now there are at most 3� − 3 elements missing
from σ (3) compared to π . In other words, there is a set I ′ such
that σ (3) = D(π,I ′), where |I ′| � 3�−3. Since � ·s+k /∈ I ′,
we have Consec(π,I ′, �) = 0. Hence, by Claim 9, σ (4) =
Er(π,I ′) at step 10. The decoder DH

3�−2,n can recover π from
σ (4) in step 12 since |I ′| � 3�−3 and the minimum Hamming
distance of the code CU

2�,n is 3�− 2.
We illustrate Algorithm 1 with the following example.
Example 12: Take π = (9, 7, 8, 6, 1, 11, 3, 10, 2, 12,

4, 5) ∈ CU
6,12 and � = 3. Suppose σ = D(π,I) =

(9, 7, 11, 3, 2, 12, 5) (the elements that were deleted to

produce D(π,I) are labeled in π in bold) where
I = {1, 4, 6, 8, 10}. We will show that, if Algorithm 1 is
invoked with σ as input, then π̂ = π .

At step 1, we have σ (1) = (9, 7, 11, 3, ?, 2, 12, ?, 5). Note
that one modulo 3 period has not been recovered. Then,
since |σ (1)| = 9 < 12, we proceed to step 5. At step 5,
k = 0 since |R3(σ, 0)| = |(9, 3, 12)| = 4 − 1. Then
at step 6, the input to the decoder DE

4 is (3, 1, 4) and
the output is (s, s′, s′′) = (2, 3, 1). At step 7, the set
S = σ [9, 3] = (7, 11). Notice that |S| = 2 in this case.
After the elements from the set S are removed from σ , at
step 8 we have σ (2) = (9, 3, 2, 12, 5). At step 9, we insert
the symbol 6 into σ (2) giving that σ (3) = (9, 6, 3, 2, 12, 5).
At step 10, σ (4) = (9, ?, ?, 6, ?, ?, 3, ?, 2, 12, ?, 5). Since there
are 6 total erasures and DH

7,12 is the decoder for a code with
Hamming distance 7, the output of DH

7,12 at step 12 will be
π̂ = (9, 7, 8, 6, 1, 11, 3, 10, 2, 12, 4, 5) = π as desired.

In the following subsection, we consider the size of a
code created according to Construction 10 and compare
the cardinalities of our codes to those of the codes
from [8].

C. The Cardinality of CU
2�,n

In this subsection, we consider the size of a code CU
2�,n.

In order to do so, we consider in more details the con-
straints a permutation π must satisfy to be a codeword
in CU

2�,n .

We first revisit a mapping, referred to as the signature,
which was used in [24] to construct single-deletion-correcting
codes over non-binary vectors. Let m > 2 be an integer. For
y ∈ [m]n , define the binary length-(n − 1) signature α(y) =
(α(y)1, . . . , α(y)n−1) as follows. For 1 � i � n − 1,

α(y)i =
{

1, if yi+1 � yi .

0, otherwise.
(1)

The following is well-known.
Theorem 13 (See [19], [24]): For a ∈ Zn, the code

Ca
n = {π = (π1, . . . , πn) ∈ Sn :

n−1∑
i=1

iα(π)i ≡ a mod n}

can correct a single SID.
In the following we assume � is an integer and n + 1

an odd prime, where �|n. Recall that CU
2�,n ⊆ CL

�,n . We will
introduce a set of constraints that will partition the set
CL

�,n into a number of subsets, each of which will be
shown to satisfy the second and third properties required
by the construction of CU

2�,n. Then, we will apply the
pigeonhole principle to lower bound the maximal cardinality
of CU

2�,n .
The constraints we introduce will partition the codewords

π = (π1, . . . , πn) ∈ CL
�,n into (n + 1)3�−3

( n
�

)� sets. The con-
straints will be specified by the vector a = (a1, a2, . . . , a3�−3,
a3�−2, . . . , a4�−3) where for 1 � i � 3�− 3, ai ∈ G F(n + 1)
and for 3� − 2 � i � 4� − 3, ai ∈ Zn/�. Specifically, the
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constraints we introduce are

a1 =
n∑

i=1

πi ,

a2 =
n∑

i=1

i · πi ,

...

a3�−3 =
n∑

i=1

i3�−4 · πi ,

a3�−2 =
n/�−1∑

i=1

i · α (R�(π, i)/�)i ,

...

a4�−3 =
n/�−1∑

i=1

i · α ((R�(π, i)− (�− 1))/�)i ,

where the operations in the first 3� − 3 equations take place
over the field G F(n + 1) and the operations in the last �
equations are over Zn/�. We refer to the set of sequences
satisfying the constraints corresponding to vector a by Ca

n .
For any choice of a, notice that the first 3� − 3 equations

written above generate a Vandermonde matrix which is full
rank over G F(n+1). Therefore, we have that each of the sets
Ca

n has Hamming distance at least 3�−2. Furthermore, the final
� equations ensure that the sets Ca

n can be decomposed into
� single deletion codes as required by the second condition
in Construction 10. Therefore, each of the sets Ca

n forms a
code CU

2�,n.
Notice that we can actually remove the first constraint since

if π ∈ Sn , then
∑n

i=1 πi = 0 in G F(n+1). Now, observe that
the cardinality of CL

�,n is given by ((n/�)!)�. This follows from
a simple counting argument: we have n/� choices of elements
for each of the terms in the first period, n/� − 1 choices for
the elements in the second period, and so on. Next, we have a
total of (n+1)3�−4(n/�)� choices for vector a. Then, applying
the pigeonhole principle, there must exist some a such that the
corresponding code Ca

n = CU
2�,n has cardinality satisfying

|CU
2�,n| �

(( n
� )!)�

(n + 1)3�−4
( n

�

)�
.

We now compare the cardinality of our codes to those of
the state of the art codes from [4] and [8]. Let AH (n, t) be
the size of a code of length n over Sn with Hamming distance
at least t . In [8], a construction was provided that produced
codes of Ulam distance t , length n, and cardinality at least
AF S M(n, t) where

AF S M(n, t) =
k∏

i=1

AH

(⌈ n

2i

⌉
− 1,

3t

2

)
, (2)

and k = 
log2
n

3t/2+1�. In [4], the codes from (2) were
improved upon and new codes of Ulam distance t , length n,

and cardinality at least AC V (n, t) were derived such that

AC V (n, t) =
s∑

j=0

u j∏
i=1

AH

(⌈n − j (3t + 1)

2i

⌉
− 1,

3t

2

)
, (3)

where s =
⌊

n
3t+1

⌋
and u j =

⌊
log2

n− j (3t+1)
3t/2+1

⌋
for j ∈ [0, s].

Let Anew(n, t) = ( 2n
t !)t/2

(n+1)3(t/2)−4
(

2n
t

)t/2 . In this section, we

have provided a construction for a code with Ulam dis-
tance t and length n and showed that it must have at least
Anew(n, t) codewords. In the following lemma, we show that
Anew(n, t) > AF S M(n, t) and Anew(n, t) > AC V (n, t) when
n is large and t � 6. The proof can be found in Appendix A.

Lemma 14: For sufficiently large n such that n + 1 is a
prime, t|2n, and t � 6, ANew(n, t) > AF S M(n, t) and
ANew(n, t) > AC V (n, t).

V. BASIC PROPERTIES OF PIDs

In this section, we consider some properties of permutation-
invariant deletions. We first revisit the previously introduced
model for PIDs. We also introduce the notion of permutation-
invariant insertions (PIIs), which will be necessary in the
sequel.

Recall from Definition 1 that a permutation π experiences t
PIDs in the positions set I ⊆ [n], resulting in the permutation
(π ′1, . . . , π ′n−t ) ∈ Sn−t , if for all k ∈ [n] \ I and i = k(I ),
π ′i = πk(π(I )), where for a ∈ [n] and I ⊆ [n], a(I ) ∈ [n]
is the integer a(I ) = a − |{i ∈ I : i < a}|. For convenience,
throughout the remainder of this paper, we will write π ′ as
π↓,I , where the ↓ indications deletions and I is the set of
elements (not locations) to be deleted.

In particular, a permutation π = (π1, . . . , πn) ∈ Sn

experiences a single PID of the symbol π j at position j ∈ [n],
resulting in the permutation π↓,{π j } if

π↓,{π j } = (π ′1, . . . , π ′j−1, π
′
j+1, . . . , π

′
n) ∈ Sn−1, (4)

where for 1 � i � n (i �= j ), we have

π ′i =
{

πi , if πi < π j

πi − 1, otherwise.
(5)

For shorthand, we will write π↓,π j = π↓,{π j }.
For a permutation π = (π1, . . . , πn) ∈ Sn , it is straightfor-

ward to see that if (πi1 , . . . , πit ) is a decreasing vector (i.e.,
πi1 > πi2 > · · · > πit ) and I = {πi1 , . . . , πit }, then from (4),

(((π↓,πi1
)↓,πi2

) . . .)↓,πit
= π↓,I . (6)

Let BD,t(π) be the set of permutations resulting from t
PIDs in π , i.e., BD,t(π) = {π↓,I : I ⊂ [n], |I| = t}, where
1 � t � n. For shorthand, we will write BD,1(π) = BD(π).
Therefore, a code C is a t-PID-correcting code if for any
distinct π, σ ∈ C, BD,t(π) ∩ BD,t(σ ) = ∅.

Let us define the model of permutation-invariant inser-
tions (PIIs). We say that a permutation π = (π1, . . . , πn) ∈ Sn

experiences a single PII of the symbol s ∈ [n + 1] at position
j ∈ [n + 1], resulting in the permutation π↑,s, j if

π↑,s, j = (π ′1, . . . , π ′j−1, s, π ′j , . . . , π ′n) ∈ Sn+1, (7)
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where for 1 � i � n, we have

π ′i =
{

πi , if πi < s

πi + 1, otherwise.

For example, if π = (3, 1, 4, 2), then π↑,3,2 =
(4, 3, 1, 5, 2).

Let BI (π) be the set of all permutations obtained by
applying a single PII to π , that is,

BI (π) = {π↑,s, j : s, j ∈ [n + 1]}.
More generally, let BI,t (π) = {σ ∈ Sn+t : ∃(σ (0) =
π, σ (1), σ (2), . . . , σ (t−1), σ (t) = σ), σ (i) ∈ BI (σ

(i−1)), 1 �
i � t}, so that BI,t (π) is the set of permutations possible
given that t successive single insertions occur to π . (Here,
σ (i) is formed by a single insertion into σ (i−1) for 1 � i � t .)
We say that a code C is a t-PII-correcting code if for any
π, σ ∈ C, BI,t (π) ∩ BI,t (σ ) = ∅.

The following claims will be useful in subsequent deriva-
tions. Claim 15 is straightforward to verify. The proofs of
Claims 16 and 17 are included in Appendix B.

Claim 15: Let π = (π1, . . . , πn) ∈ Sn. Then, for any
j ∈ [n], π = (π↓,π j )

↑,π j , j . Similarly for any s, j ∈ [n + 1]
π = (π↑,s, j )↓,s .

Claim 16: Let π = (π1, . . . , πn) ∈ Sn, s, t ∈ [n] and
suppose that s < t . Then (π↓,s)↓,t−1 = (π↓,t )↓,s .

Claim 17: Let π ∈ Sn and j, k, s, t ∈ [n + 1] such that
s � t . Then,

• If j < k, then (π↑,s, j )↑,t+1,k+1 = (π↑,t,k)↑,s, j .
• If j > k, then (π↑,s, j )↑,t+1,k = (π↑,t,k)↑,s, j+1.
• If j = k and s < t , then (π↑,s, j )↑,t+1, j = (π↑,t, j )↑,s, j+1.
The last three claims will be useful in showing that, sim-

ilarly to the traditional setup of deletions and insertions in
vectors [18], there is also a duality between insertions and
deletions in permutations.

Lemma 18: For any π, σ ∈ Sn, BD(π)∩BD(σ ) �= ∅ if and
only if BI (π) ∩ BI (σ ) �= ∅.

Proof: We first prove that if BD(π) ∩ BD(σ ) �= ∅ then
BI (π) ∩ BI (σ ) �= ∅. Let τ ∈ BD(π) ∩ BD(σ ) so there exist
j, k ∈ [n] such that π↓,π j = σ↓,σk = τ . Notice that from
Claim 15, π = τ↑,π j , j and σ = τ↑,σk,k . Assume without loss
of generality that π j � σk . We first consider the case where
j < k. From Claim 17, we conclude that

π↑,σk+1,k+1 = (τ↑,π j , j )↑,σk+1,k+1= (τ↑,σk,k)↑,π j , j = σ↑,π j , j ,

and thus BI (π) ∩ BI (σ ) �= ∅.
Now, suppose j > k, where, as before, π j � σk . From

Claim 17, we have

π↑,σk+1, j = (τ↑,π j , j )↑,σk+1,k = (τ↑,σk ,k)↑,π j , j+1= σ↑,π j , j+1,

and so BI (π)∩BI (σ ) �= ∅ in this case as well. Now suppose
j = k. First notice that if j = k and π j = σk , then π = σ
and so the result trivially holds. Therefore we assume π j < σk

and j = k. Then from Claim 17, we have (τ↑,π j , j )↑,σk+1, j =
(τ↑,σk , j )↑,π j , j+1 and again BI (π) ∩ BI (σ ) �= ∅. Therefore,
BI (π) ∩ BI (σ ) �= ∅ in all cases, as desired.

Now we prove that if BI (π) ∩ BI (σ ) �= ∅ then BD(π) ∩
BD(σ ) �= ∅. Let θ ∈ BI (π) ∩ BI (σ ) and thus there exists
j, k, s, t ∈ [n + 1] such that

π↑,s, j = σ↑,t,k = θ = (θ1, . . . , θn+1).

Recall that from Claim 15, we have π = θ↓,s and σ = θ↓,t .
First, if s = t , then j = k. Furthermore, if j = k and s = t
then π = σ and the result is straightforward.

Next, suppose, without loss of generality, that s < t . From
Claim 16,

π↓,t−1 = (θ↓,s)↓,t−1 = (θ↓,t )↓,s = σ↓,s .

By the assumption s < t , we have s, (t − 1) ∈ [n], and thus
we showed that BD(π) ∩ BD(σ ) �= ∅, as required.

The next theorem generalizes the previous result.
Theorem 19: For any π, σ ∈ Sn, BD,t(π)∩BD,t(σ ) �= ∅ if

and only if BI,t (π) ∩ BI,t (σ ) �= ∅.
Proof: We first show by induction on t that for all n if

BD,t(π) ∩ BD,t(σ ) �= ∅ for π, σ ∈ Sn , then there exist t − 1
permutations τ ′(1), . . . , τ (t−1) ∈ Sn , such that

BD(τ (i)) ∩ BD(τ (i+1)) �= ∅,
for 0 � i � t − 1, while τ (0) = π and τ (t) = σ .

It is clear to see that the claim holds for all n if t = 1. Let
us assume that the induction assertion holds for some t � 1
and we will prove its correctness for t + 1. Let π, σ ∈ Sn be
such that BD,t+1(π)∩BD,t+1(σ ) �= ∅. According to (6), there
exist π ′, σ ′ ∈ Sn−1 such that π ′ ∈ BD(π), σ ′ ∈ BD(σ ) and

BD,t(π
′) ∩ BD,t(σ

′) �= ∅.
According to the induction assumption there exist t − 1
permutations τ ′(1), . . . , τ ′(t−1) ∈ Sn−1, such that

BD(τ ′(i)) ∩ BD(τ ′(i+1)) �= ∅,
for 0 � i � t − 1, while τ ′(0) = π ′ and τ ′(t) = σ ′. According
to Lemma 18, for 1 � i � t , there exists τ ′(i) ∈ Sn such that

τi ∈ BI (τ
′(i−1)) ∩ BI (τ

′(i)).

Therefore, we have t permutations τ (1), . . . , τ (t), where
according to Claim 15, τ ′(i−1), τ ′(i) ∈ BD(τ (i)) for 1 � i � t .
In particular, for 1 � i � t − 1,

τ ′(i) ∈ BD(τ (i) ∩ BD(τ (i+1)),

and thus BD(τ (i)) ∩ BD(τ (i+1)) �= ∅. Note also that π ′ =
τ ′(0) ∈ BD(π) and σ ′ = τ ′(t) ∈ BD(σ ), and thus, if we let
τ (0) = π and τ (t+1) = σ , then BD(τ (i))∩BD(τ (i+1)) �= ∅ for
0 � i � t .

By a similar induction it is possible to show the oppo-
site property. Namely, if there exist t − 1 permutations
τ (1), . . . , τ (t−1) ∈ Sn , such that BD(τ (i)) ∩ BD(τ (i+1)) �= ∅,
for 0 � i � t−1, while τ (0) = π , then BD,t(π)∩BD,t(σ ) �= ∅.

The same assertion holds for insertions. That is, for all t
and n BI,t (π)∩BI,t (σ ) �= ∅ for π, σ ∈ Sn if and only if there
exist t − 1 permutations τ (1), . . . , τ (t−1) ∈ Sn , such that

BI (τ
(i)) ∩ BI (τ

(i+1)) �= ∅,
for 0 � i � t − 1, while τ (0) = π and τ (t) = σ .
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Lastly, since single insertions and deletions are equivalent
(Lemma 18), we deduce that BD,t(π) ∩ BD,t(σ ) �= ∅ if and
only if BI,t (π) ∩ BI,t (σ ) �= ∅.

The next corollary follows directly from Theorem 19.
Corollary 20: For all t � 1, C is a t-PID-correcting code

if and only if it is a t-PII-correcting code.

VI. BOUNDS ON PII/PID BALLS

In this section, we establish a relationship between our
notion of PIIs and PIDs and the theory of permutation patterns.
We quote certain results from the existing literature on permu-
tation patterns; these results compute the sizes of PII and PID
balls. Based on these results, we then produce an asymptotic
upper bound on the size of a code that is capable of correcting
a single PID.

There is a wealth of literature on the subject of permutation
patterns, e.g., [16], [21]. Most works are concerned with
determining which permutations, of any length, avoid certain
small permutations. Here, by avoid, we mean that a permuta-
tion must not have any positions whose ordering induces the
smaller permutation. A related problem was recently studied
by Homberger [10]. This work introduces a series of results
regarding the number of permutations patterns contained in
larger permutations of fixed size. These results are quite useful
for the study of PIIs and PIDs. We cite several theorems from
this work. First, we define the concept of consecutive runs:

Definition 21: For a permutation π = (π1, . . . , πn) ∈ Sn,
a consecutive run is a substring of maximal length in π
that contains consecutively valued symbols, increasing or
decreasing.

For example, if π = (1, 5, 4, 3, 2) ∈ S5, then π has 2
consecutive runs: (1) and (5, 4, 3, 2).

In general, we note that the size of the PID ball BD(π)
depends on the permutation π . However, this size can be
characterized solely as a function of the number of consecutive
runs in π . Following [10], we also introduce the notion of
permutation bonds. We say that a pair of consecutive elements
(vi , vi+1) in a vector v (1 � i � n − 1) is a bond if
|vi − vi+1| = 1. Observe that a consecutive run of length
k in a permutation is made up of k − 1 bonds.

Note that if π j and πk are part of the same consecutive run
in π , deleting either π j or πk will yield the same permutation.
That is π↓,π j = π↓,πk . For a permutation π ∈ Sn , we denote
by R(π) the number of consecutive runs in π and by C(π) the
number of bonds in π . Using these observations, the following
result immediately follows from [10, Th. 6].

Theorem 22: For all π ∈ Sn, |BD(π)| = R(π) = n−C(π).
Before we proceed to derive our upper bound on the max-

imum PID-correcting code cardinality AP I D(n), we briefly
discuss the subject of insertions. Recall that when working
with sequences, the size of insertion balls does not depend on
the sequence x, as shown by Levenshtein in [18]. Surprisingly,
the analogous result does not hold for permutations. That is,
in general, the size of the t-PII ball |BI,t (π)| is a function
of π . However, in the single PII case t = 1, the PII ball
size |BI (π)|, does not depend on the permutation π . We have
the following simple formula, given in [10]: For all π ∈ Sn ,
|BI (π)| = n2 + 1.

The case t = 1 is the sole case where the PII balls are of
equal size. We have that, for example, |BI,2(1, 2, 3, 4)| = 207
while |BI,2(1, 3, 4, 2)| = 208. The following table illustrates
how different permutations of length 4 may have different size
PII balls for t > 1 [3]:

�����t
π

(1,2,3,4) (1,3,2,4) (1,3,4,2)

1 17 17 17
2 207 207 208
3 2279 2278 2300

We are ready to proceed with our computation of the upper
bound on AP I D(n). Ideally, we would first like to compute
the number of permutations π ∈ Sn with r consecutive
runs, so that R(π) = r . However, it turns out that this is a
challenging quantity to compute. Using an approach similar
to the Goulden-Jackson method [22], Homberger derives a
generating function for the number of permutations with k
bonds in [10]. Let an,k be the number of permutations π ∈ Sn

which contain exactly k bonds. We set a0,0 = 1. Then,

∑
n�0

∑
k�0

an,kznuk =
∑
m�0

m!
(

z + 2z2(u − 1)

1− z(u − 1)

)m

.

Since R(π) = n − C(π), in principle, we could obtain our
desired values from the generating function above. However,
working with this function is quite difficult. Instead, we will
rely on an upper bound. We introduce some useful terminol-
ogy. For positive integers n, r where r < n, define

F(n, r) =
(

n − 1

r − 1

)
· 2min{r,n−r} · r !. (8)

Lemma 23: The number of permutations in Sn with r
(1 � r � n) consecutive runs is at most F(n, r).

Proof: Consider the set of permutations in Sn that contain
r consecutive runs. We proceed by over-counting this quantity.
We first partition the elements from [n] into r consecutive runs.
This is equivalent to computing the number of solutions to the
problem

∑r
j=1 t j = n, where t j � 1 and each t j is an integer.

There are
(n−1

r−1

)
such solutions.

If r � n
2 then there can be at most r consecutive runs of

length greater than one. Each consecutive run can be either
increasing or decreasing and so there are at most 2r ways to
re-arrange the numbers within each consecutive run. If r > n

2
then there are at most n−r consecutive runs of length greater
than one. In this case there are 2n−r ways to re-arrange the
numbers within each consecutive run. Then, if we permute
each (block of symbols that constitute each) consecutive run
we have at most (

n − 1

r − 1

)
· 2min{r,n−r} · r !

permutations in Sn with r consecutive runs.
To simplify the notation, we assume that n is a power of two

so that the floors and ceilings can be dropped for convenience.
We assume that all log functions are base 2.

We also need the following claim and lemma.
Claim 24: For 2 � r � n − log(n), F(n, r − 1) � F(n, r).
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Proof: It is easy to see that F(n, r − 1) � F(n, r) is
equivalent to the statement

r − 1

n − r + 1
· 2min{r−1,n−r+1} � 2min{r,n−r} · r. (9)

We proceed by casework. First, if r � n − r , then r − 1 �
n − r − 1 < n − r + 1, so (9) reduces to r−1

n−r+1 � 2r . The
left-hand side is smaller than 1, so this inequality clearly holds
for r � 2.

The next case is r = n − r + 1. Then, r > n − r while
r − 1 < n − r + 1. (9) now reduces to r−1

n−r+1 � 2n−2r+1 · r .
Since n − 2r + 1 = 0 and n − r + 1 = r , (9) is equivalent to
r−1
r2 � 1, which is true when r � 2.

Finally we have the case r � n − r + 2. Since n − r < r
and n − r + 1 � r − 1, we must show that r−1

n−r+1 · 2 � r , or,
equivalently, 2(1− 1

r ) � (n−r+1). Now, (n−r+1) � log(n)+
1 � 2 for n � 2, so, since r � n − log n, the result holds.

Lemma 25: For n � 4, the number of permutations
in Sn with at most n − log(n) consecutive runs is at
most n!(n−log(n))2

(log(n))! .

Proof: From Claim 24, the maximum number of permu-
tations in Sn with no more than n − log(n) consecutive runs
is at most

∑n−log(n)
r=1 F(n, r) �

∑n−log(n)
r=1 F(n, n − log(n)).

Substituting the expression for F(n, n− log(n)) from (8) gives
that there are at most

(n − log(n)) ·
(

n − 1
n − log(n)− 1

)
· 2log(n) · (n − log(n))!

= n!(n − log(n))2

(log(n))!
permutations in Sn with at most n − log(n) consecutive
runs.

Now we are ready to apply the preceding results to state
the main theorem in this section. Using a similar approach as
in [18], we provide an upper bound for the maximum size of
a single-deletion-correcting code AP I D(n).

Theorem 26: For any 0 < ε < 1 there exists an Nε such
that for all n � Nε , with n a power of two, AP I D(n) �

n!
n(n−log(n)) (1+ ε).

Proof: Suppose C is a single PID-correcting code over Sn .
Let S1 = {π ∈ Sn : |BD(π)| > n − log(n)}. We first consider
an upper bound on |C ∩ S1|. Since for all π ∈ C ∩ S1 the sets
BD(π) ⊆ Sn−1 are disjoint, and since |BD(π)| > n − log(n),
we get,

|C ∩ S1| � (n − 1)!
n − log(n)

.

Let S2 = {π ∈ Sn : |BD(π)| � n − log(n)}. Clearly, |C ∩
S2| � |S2| and from Lemma 25, |S2| � n!(n−log(n))2

(log(n))! . Thus, we
have

|C| = |C ∩ S1| + |C ∩ S2| � (n − 1)!
n − log(n)

+ n!(n − log(n))2

(log(n))!
= n!

n(n − log(n))

(
1+ n(n − log(n))3

(log(n))!
)

.

We conclude that AP I D(n) � n!
n(n−log(n))

(
1+ n(n−log(n))3

(log(n))!
)

.

Lastly, since limn→∞ n(n−log(n))3

(log(n))! = 0, there exists an Nε such

that for all n � Nε , we have AP I D(n) � n!
n(n−log(n)) (1 + ε),

as desired.

VII. CODE CONSTRUCTION

In this section, we introduce an asymptotically optimal
construction of single-PID-correcting codes. We prove the cor-
rectness of the construction and discuss a decoding algorithm.

A. Permutation Matrices, Signatures, and Runs

A permutation matrix is a square binary matrix such that
in each row and each column there is precisely one 1. For a
permutation π = (π1, . . . , πn) ∈ Sn , the permutation matrix
of π is a permutation matrix M = f (π) such that Mij = 1
if j = πi . Notice that if M is an n × n permutation matrix,
then there exists a unique permutation π such that M = f (π).
Hence, the mapping f is invertible. We denote its inverse by
f −1 and write f −1( f (π)) = π . The next claim follows from
Definition 1.

Claim 27: For π ∈ Sn, the matrix f (π↓,π j ) is the result of
removing row j and column π j from f (π). Furthermore, if
row j and column π j are removed from f (π) thus resulting
in M ′, then π↓,π j = f −1(M ′).

Recall the mapping known as the signature, which was
previously introduced in Section IV-C. For convenience, we
restate the definition. For y ∈ [m]n, the binary length-(n − 1)
signature α(y) = (α(y)1, . . . , α(y)n−1) is defined as follows.
For 1 � i � n − 1,

α(y)i =
{

1, if yi+1 � yi .

0, otherwise.
(10)

Recall that for a permutation π = (π1, . . . , πn) ∈ Sn , the
inverse permutation π−1 = (π−1

1 , . . . , π−1
n ) ∈ Sn is such that

for i ∈ [n], π−1
i is the location of the element i in π . It is

straightforward to verify that the permutation of the transpose
of f (π) corresponds to the inverse permutation for π . In other
words, we have f (π−1) = ( f (π))T . For shorthand, we will
refer to the signature of the inverse permutation as the inverse
signature. The next example illustrates a signature and an
inverse signature.

Example 28: Suppose π = (1, 3, 5, 4, 2) ∈ S5. Then
α(π) = (1, 1, 0, 0). Furthermore, π−1 = (1, 5, 2, 4, 3) ∈ S5
and α(π−1) = (1, 0, 1, 0).

We are now ready to prove the following lemma.
Lemma 29: For π ∈ Sn, we have (π↓,π j )

−1 = (π−1)↓, j .
Proof: From Claim 27, if the symbol π j (where j ∈

[n]) is deleted from π , then the permutation matrix f (π↓,π j )
is the result of removing row j and column π j from f (π).
Alternatively, we can obtain ( f (π↓,π j ))

T by removing row π j

and column j from ( f (π))T . From Claim 27, removing row
π j and column j from ( f (π))T corresponds to the deletion
of symbol j from π−1 since f −1(( f (π))T ) = π−1.

In the following, if x ∈ G F(2)n is a binary vector, we
denote by BD(x) the set of all possible vectors obtainable by
deleting one bit from x.3

3That is, this is a deletion ball resulting from a single deletion to a binary
sequence.
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If a symbol from a permutation π is deleted, then a bit
from its signature, α(π), is deleted as well. That is, α(π↓,x ) ∈
BD(α(π)). Hence, an immediate consequence of Lemma 29
is the following.

Corollary 30: Let π ∈ Sn and j ∈ [n]. Then α(π↓,π j ) ∈
BD(α(π)) and α((π↓,π j )

−1) ∈ BD(α(π−1)).
A binary code is called a binary single-deletion-correcting

code if it can correct any single-bit deletion. As a result of
Corollary 30, in the next subsection we will leverage binary
single-deletion-correcting codes which will be invoked over
the signature and inverse signature of permutations in order to
construct single-PID-correcting codes for permutations.

In the rest of this subsection, we define runs in permutations
and binary sequences and present a claim that will be useful
in the next subsection.

Definition 31: For a binary sequence s, a run is a maximal-
length substring of s that is all-zero or all-one. For a permuta-
tion π , an ascending run is a maximal substring of π whose
values are increasing and a descending run is a maximal
substring of π whose values are decreasing. A substring of π
is a run if it is an ascending or a descending run.

Example 32: Continuing with the setup from Example 28,
let π = (1, 3, 5, 4, 2) ∈ S5 and α(π) = (1, 1, 0, 0). Notice
that the signature of a permutation reflects the structure of the
runs in the permutation. For example, the first three symbols
in π comprise an ascending run and so the first two symbols of
α(π) are ones. Similarly, the final three symbols in π comprise
a descending run and so the final two symbols in α(π) are
zeros.

The following claim is straightforward to verify.
Claim 33: Consider a permutation π ∈ Sn where n � 2

and its signature α(π). There is an ascending run starting at
position i and ending at position j+1 in π if and only if there
is a run of ones starting at position i and ending at position
j in α(π). Furthermore, if α(σ) can be obtained by deleting
a 1 from the run in α(π) which begins in position i and ends
in position j of α(π), then we can conclude that there exists
a permutation σ = π↓,x where x is at position k in π and
i � k � j + 1. A similar statement holds for descending runs
and a deletion of 0.

B. Code Construction

Let us first review the binary single-deletion-correcting code
we will use in our construction. Namely, the code from [18],
initially introduced in [25], known as a Varshamov-Tennegolts
code (VT code), is defined as follows. For a positive integer
n � 2 and a ∈ Zn+1, Ca

n is the code Ca
n = {x ∈ G F(2)n :∑n

i=1 i xi ≡ a mod n + 1}.
Lemma 34 (See [18], [25]): For any integer n � 2 and a ∈

Zn+1, the code Ca
n is a binary single-deletion-correcting code.

We are now ready to present our code construction of single-
PID-correcting codes over permutations.

Construction 35: Given an integer n > 2 and a1, a2 ∈ Zn ,
let

Ca1,a2
n = {

π ∈ Sn : α(π) ∈ Ca1
n−1, α(π−1) ∈ Ca2

n−1

}
. (11)

We first comment on the cardinality of the codes Ca1,a2
n .

Recall from the previous section that AP I D(n) represents the

Algorithm 2 DECODE
input : the retrieved permutation σ
output: the deleted symbol x

1 compute α(σ) and α(σ−1) from σ ;

2 α(π)←− VTDEC(α(σ ));
3 d ←− deleted element of α(π);
4 i ←− start of run of deleted element in α(π);
5 j ←− end of run of deleted element in α(π);

6 α(π−1)←− VTDEC(α(σ−1));
7 e←− deleted element of α(π−1);
8 p←− start of run of deleted element in α(π−1);
9 q ←− end of run of deleted element in α(π−1);

10 if d = 1 and e = 1 then
11 S ←− {

σi , . . . , σ j
} ∩ {p, . . . , q};

12 if S = ∅ then
13 if σ−1 (q) < i then x ←− q + 1;
14 else if σ−1 (p) > j then x ←− p;
15 else Find x ∈ {p + 1, . . . , q} such that

σ−1 (x − 1) < i and σ−1 (x) > j ;
16 else x ←− min S;
17 else if d = 1 and e = 0 then
18 if σ−1 (p) < i then x ←− p;
19 else if σ−1 (q) > j then x ←− q + 1;
20 else Find x ∈ {p + 1, . . . , q} such that σ−1 (x) < j

and σ−1 (x − 1) > j ;
21 else
22 · · ·/* Essentially similar to the case

of d = 1 */
23 end

maximum cardinality of a single-PID-correcting code. Note
that the codes Ca1,a2

n for a1, a2 ∈ Zn partition the space Sn

into n2 mutually disjoint codes. Hence, if we denote by R(n)
for n > 2 the maximum cardinality of a code according to
Construction 35, that is, R(n) = maxa1,a2∈Zn {|Ca1,a2

n |}, then
applying the pigeonhole principle gives the following.

R(n) � n!
n2 .

Then, applying our bound on AP I D(n) from Theorem 26
yields the result,

Corollary 36: Construction 35 is asymptotically optimal,
that is,

lim
n→∞

R(n)

AP I D(n)
= 1.

We continue by proving the correctness of Construction 35.
The decoding algorithm for the construction is presented as
Algorithm 2. We show that Algorithm 2 can correct a single
PID. For simplicity, for a permutation σ , we use x ≺σ y if
and only if σ−1 (x) < σ−1 (y).

Theorem 37: For n > 2 and a1, a2 ∈ Zn, the code Ca1,a2
n is

a single-PID-correcting permutation code.
Proof: Suppose that π ∈ Ca1,a2

n and that σ = π↓,x for
some x ∈ [n]. We show that π is uniquely identifiable from σ .
To do this, we first identify the runs in σ and σ−1 from which
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elements were deleted and show that there is a unique way to
increase the length of these runs by an insertion in a consistent
way.

Let k denote the position of x in π , that is, we have π =
σ↑,x,k . From the received permutation σ , we compute α (σ).
Corollary 30 implies that α(σ) ∈ BD(α(π)). Using a decoder
for a VT code, we find α (π) from α (σ) since there is a
deletion that converts α (π) to α (σ). By comparing α(π) and
α(σ), we find the run endpoints i and j of Claim 33. Hence,
πi , πi+1, . . . , π j+1 form a run in π . Without loss of generality,
assume that this run is an ascending run, or equivalently, the
deleted element in α(π) is a 1. Thus, by Claim 33, π = σ↑,x,k

such that

i � k � j + 1, (12)

σi < σi+1 < · · · < σ j , (13)

x � σm iff k � m for m ∈ {i, . . . , j}. (14)

By Lemma 29, we have σ−1 = (π−1)↓,k and π−1 =(
σ−1

)↑,k,x
. We thus may apply Claim 33 to π−1. Let the

corresponding values of i and j of the claim be denoted by p
and q , respectively, for this case. The claim implies that the
substring π−1

p , π−1
p+1, . . . , k, . . . , π−1

q , π−1
q+1 is a run in π−1

and that p � x � q + 1.
The values of p and q can be determined from α

(
σ−1

)
as follows. By Claim 33 and using a decoder for a VT
code, we find α

(
π−1

)
from α

(
σ−1

)
since there is a deletion

that converts α
(
π−1

)
to α

(
σ−1

)
. We then find p and q by

comparing α
(
π−1

)
and α

(
σ−1

)
.

Now we have determined the ranges of possible values for
x and k. We use the combination of these ranges to specify x
and k.

There are two different cases depending on the deleted
element of α

(
π−1

)
being a 1 or a 0. We only consider the

former case; the latter follows using the same idea. Suppose
that a 1 in a run of 1s in α

(
π−1

)
is deleted. We have

π−1
p < π−1

p+1 < · · · < k < · · · < π−1
q < π−1

q+1 and thus

x ∈ {p, p + 1, . . . , q + 1}, (15)

p ≺σ p + 1 ≺σ · · · ≺σ q, (16)

k � σ−1 (y) iff x � y for y ∈ {p, . . . , q}, (17)

where p ≺σ p + 1 denotes that the symbol p appears before
the symbol p+1 in the permutation σ . Let S = {

σi , . . . , σ j
}∩

{p, . . . , q}. Suppose S is empty. Because σi , . . . , σ j is an
increasing run in σ and p, p + 1, . . . , q is an increasing
subsequence in σ , we have that one of the following cases
holds: a) σ−1 (q) < i ; b) σ−1 (p) > j ; or c) σ−1 (z − 1) < i
and σ−1 (z) > j for some z ∈ {p + 1, . . . , q}. Note that if
cases a) and b) do not hold, then q > p and so the set
{p + 1, . . . , q} used in case c) is nonempty.

We consider each case separately: First, in case a),
from (12), we have σ−1 (q) < k, which using (17) implies
that x > q . From (15), we find x = q + 1. Next, in
case b), similarly to case a), from (12), (17), and (15), we
have x = p. Lastly, in case c), from (12) it follows that
σ−1 (z − 1) < k � σ−1 (z). Using (17), we find that x = z.
Hence, we can identify x if S is empty. Having identified x , we

can find the unique position k in {i, . . . , j + 1} that satisfies
condition (14).

Now suppose S is nonempty and take u to be the smallest
element in S and v to be the largest element in S. From (13)
and (16), it is not difficult to show that every integer between
u and v is also in S, i.e.,

S = {u, u + 1, . . . , v},
and that the elements of S form a consecutive run in σ . Based
on (12)–(17), it is straightforward (but tedious) to see that the
set of possible values for x is exactly {u, u + 1, . . . , v, v + 1}
and that k = σ−1(x) if u � x � v and k = σ−1(v) + 1 if
x = v + 1. Furthermore, with the aforementioned values for
x and k, the resulting permutation σ↑,x,k is the same; it is a
permutation in which the length of the consecutive run formed
by the element of S is increased by 1. Thus π is determined
uniquely.

We illustrate the preceding proof by the following example.
Example 38: Consider the code Ca1,a2

8 , where a1 = 0
and a2 = 2. Suppose the stored codeword is π =
(7, 4, 5, 6, 8, 2, 1, 3) ∈ C0,2

8 , and the retrieved permutation is
σ = π↓,5 = (6, 4, 5, 7, 2, 1, 3). The decoder is given σ , a1,
and a2, and from these it computes

α(σ) = (0, 1, 1, 0, 0, 1),

α(σ−1) = (0, 1, 0, 1, 0, 1),

and, using the decoders Dn
a1

and Dn
a2

, computes

α(π) = (0, 1, 1, 1, 0, 0, 1),

α(π−1) = (0, 1, 0, 1, 1, 0, 1).

We thus have i = 2, j = 4, p = 4, and q = 5. Furthermore,
S = {4, 5, 7} ∩ {4, 5} = {4, 5}, implying that x ∈ {4, 5, 6}.
Hence, the possible pairs of values for (x, k) are (4, 2), (5, 3),
and (6, 4). Note that π = σ↑,4,2 = σ↑,5,3 = σ↑,6,4, and so
the decoding is successful.

VIII. CONCLUSION

In this work, we explored the problem of dealing
with erasures and deletions in rank modulation systems.
Specifically, we gave four error models: symbol-invariant
erasures (SIEs), permutation-invariant erasures (PIEs),
symbol-invariant deletions (SIDs), and permutation-invariant
deletions (PIDs). These models select between erasures and
deletions and between symbol-invariance, where unaffected
symbols do not change value, and permutation-invariance,
where these symbols change value in such a way that the
final result remains a permutation. We showed that for the
SIE model, codes over the Hamming metric are sufficient.
Next, we showed that the SID and PIE models are equivalent
and related by permutation inverses. In addition, we proved
that the Ulam distance is the appropriate metric for correcting
SIDs or PIEs. Furthermore, we gave a new construction of
codes in the Ulam metric that, in certain cases, has larger
cardinality than the best-known codes.

We also studied the more difficult model of PID errors.
We gave the basic properties of such errors and showed
that certain aspects of PIDs are equivalent to problems
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in permutation patterns. We computed an upper bound
on the size of the largest code capable of correcting a
single PID. We then introduced an asymptotically optimal sin-
gle PID-correcting code construction along with an associated
decoding algorithm.

Lastly, we note that most of our results are asymptotic and
the study of these codes for smaller length is left for future
research.

APPENDIX A
PROOF OF LEMMA 14

We first revisit some notation from Section IV-C before
proceeding to the proof of the lemma. Let AH (n, t) be the
maximum size of a code of length n over Sn with Hamming
distance at least t . Recall from Section IV-C,

AF S M(n, t) =
k∏

i=1

AH

(⌈ n

2i

⌉
− 1,

3t

2

)
, (18)

where k = 
log2
n

3t/2+1�, and

AC V (n, t) =
s∑

j=0

u j∏
i=1

AH

(⌈n − j (3t + 1)

2i

⌉
− 1,

3t

2

)
, (19)

where s =
⌊

n
3t+1

⌋
and u j =

⌊
log2

n− j (3t+1)
3t/2+1

⌋
for j ∈ [0, s],

and

ANew(n, t) = (( 2n
t )!)t/2

(n + 1)
3t
2 −4(2n/t)t/2

.

Lemma 14: For sufficiently large n where n+ 1 is a prime,
t|2n, and t � 6, ANew(n, t) > AF S M(n, t) and ANew(n, t) >
AC V (n, t).

Proof: Clearly AC V (n, t) � AF S M (n, t) and so we only
need to prove that ANew(n, t) > AC V (n, t) for appropriate
values of n and t .

Since log m! � m log (m/e), we find

log ANew (n, t) � t

2

(
2n

t

)
log

2n

te

−
(

3t

2
− 4

)
(log(n + 1))− t

2
log

2n

t

= n log n − n log
te

2
+ O (log n) . (20)

From [9, Th. 4], we have

AH (m, u) � m!
(u − 1)! .

Using this upper bound on AH (m, u), we find

AC V (n, t) � n


log n
3t/2+1 �∏

i=1

� n
2i − 1�!

(3t/2− 1)! ·

Thus,

log AC V (n, t) �

log n

3t/2+1 �∑
i=1

log
(( n

2i

)
!
)
+ O(log n)

�

log n

3t/2+1 �∑
i=1

log
(√

2πen(n/2i )n/2i
e−n/2i

)
+ O(log n), (21)

where we have used m! �
√

2πem (m/e)m (for large
enough m) we drop floors and ceilings for convenience.
We use (21) to write

log AC V (n, t) �

log n

3t/2+1 �∑
i=1

n

2i
log

n

2i
−

log n

3t/2+1 �∑
i=1

n

2i
log e

+ O
(
(log n)2

)

�

log n

3t/2+1 �∑
i=1

n

2i
(log n − i)

− n log e


log n
3t/2+1 �∑

i=1

2−i + O
(
(log n)2

)

= n log n


log n
3t/2+1 �∑

i=1

2−i − n


log n
3t/2+1 �∑

i=1

i2−i

− n log e


log n
3t/2+1 �∑

i=1

2−i + O
(
(log n)2

)
.

Since log n
3t/2+1−1 � 
log n

3t/2+1� � log n
3t/2+1 ,

∑x
i=1 2−i =

1 − 2−x , and
∑x

i=1 i2−i = 2 − (2 + x) 2−x , where the latter
two expressions hold for any positive integer x , we have

log AC V (n, t) � n log n

(
1− 3t + 2

2n

)

−
(

(2(n − 2)− (3t + 2) log
n

3t + 2
− 6t

)

− n log e + 3t log e + O
(
(log n)2

)
= n log n − (2+ log e) n + O

(
(log n)2

)
.

From this and (20), we bound the difference between code
sizes as

log Anew(n, t)− log AC V (n, t) � n log
8

t
+ O

(
(log n)2

)
.

Recall that by construction, (19) holds when t is even. Hence,
log Anew(n, t) − log AC V (n, t) > 0 for n sufficiently large
when t � 6.

APPENDIX B
PROOFS OF CLAIMS AND LEMMAS FROM SECTION V

Claim 16: Let π = (π1, . . . , πn) ∈ Sn , s, t ∈ [n] and
suppose that s < t . Then (π↓,s)↓,t−1 = (π↓,t )↓,s .

Proof: Suppose s = π j and t = πk where j, k ∈ [n]
and for now we assume that j < k. From (4), we can write
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σ = π↓,π j where σ = (σ1, . . . , σ j−1, σ j+1, . . . , σn) ∈ Sn−1,
and the elements σi for 1 � i � n (i �= j ) are such that
σi = πi if πi < s and σi = πi − 1 otherwise. Since t > s, the
symbol (t − 1) appears in position (k− 1) in σ . Thus, we can
write σ (2) = (π↓,s)↓,t−1 = σ↓,πk−1 = σ↓,σk where

σ (2) = (σ
(2)
1 , σ

(2)
j−1, σ

(2)
j+1, . . . , σ

(2)
k−1, σ

(2)
k+1, . . . , σ

(2)
n ) ∈ Sn−2,

and for 1 � i � n,

σ
(2)
i =

⎧⎪⎨
⎪⎩

πi , if πi < s

πi − 1, if s < πi < t

πi − 2, otherwise.

Let ζ = π↓,t = (ζ1, . . . , ζk−1, ζk+1, . . . , ζn) ∈ Sn−1, and
the elements ζi for 1 � i � n are such that ζi = πi if πi < t
and ζi = πi − 1 otherwise. Since t > s and j < k, ζ j = s.
Under this setup, it follows that ζ↓,s = (π↓,t )↓,s = σ (2) =
(π↓,s)↓,t−1.

The proof for the case where j > k is identical and so the
details are omitted.

Claim 17: Let π ∈ Sn and j, k, s, t ∈ [n + 1] such that
s � t . Then,
• If j < k, then (π↑,s, j )↑,t+1,k+1 = (π↑,t,k)↑,s, j .
• If j > k, then (π↑,s, j )↑,t+1,k = (π↑,t,k)↑,s, j+1.
• If j = k and s < t , then (π↑,s, j )↑,t+1, j = (π↑,t, j )↑,s, j+1.

Proof: We first show that for the case where j < k,
(π↑,s, j )↑,t+1,k+1 = (π↑,t,k)↑,s, j . From (7), we can write σ =
π↑,s, j = (σ1, . . . , σ j−1, s, σ j+1, . . . , σn) ∈ Sn+1 where for
1 � i � n, we have σi = πi if πi < s and σi = πi + 1
otherwise. Thus, since j < k and s � t , we can write σ (2) =
(π↑,s, j )↑,t+1,k+1 = σ↑,t+1,k+1 where

σ (2) = (σ
(2)
1 , . . . , σ

(2)
j−1, s, σ (2)

j , . . . , σ
(2)
k−1, t + 1,

σ
(2)
k , . . . , σ (2)

n ) ∈ Sn+2,

and for 1 � i � n,

σ
(2)
i =

⎧⎪⎨
⎪⎩

πi , if πi < s

πi + 1, if s � πi < t

πi + 2, otherwise.

Repeating similar steps, σ (2) = (π↑,t,k)↑,s, j =
π↑,s, j )↑,t+1,k+1.

We now consider the case where j > k. In this case
let j ′ = k and k ′ = j . Then we need to show that if
j ′ < k ′, then (π↑,s,k′)↑,t+1, j ′ = (π↑,t, j ′)↑,s,k′+1. Using
similar ideas as before we can write ζ = π↑,s,k′ =
(ζ1, . . . , ζk′−1, s, ζk′ , . . . , ζn) ∈ Sn+1 where for 1 � i � n, we
have ζi = πi if ζi < s and ζi = πi + 1 otherwise. Then, since
j ′ < k ′ and s � t , we have ζ (2) = ζ↑,t+1, j ′ = (π↑,s,k′)↑,t+1, j ′

where

ζ (2) = (ζ
(2)
1 , . . . , ζ

(2)
j ′−1, t + 1, ζ

(2)
j ′ ,

. . . , ζ
(2)
k′−1, s, ζ (2)

k′ , . . . , ζ (2)
n ) ∈ Sn+2,

and for 1 � i � n,

ζ
(2)
i =

⎧⎪⎨
⎪⎩

πi , if πi < s

πi + 1, if s � πi < t

πi + 2, otherwise.

Repeating similar steps, we have ζ (2) = (π↑,t, j ′)↑,s,k′+1 =
(π↑,s,k′)↑,t+1, j ′ .

We now consider the case where j = k and s < t . Then
we can write τ = (π↑,s, j )↑,t+1, j where

τ = (τ1, . . . , τ j−1, t + 1, s, τ j , . . . , τn) ∈ Sn+2,

and for 1 � i � n,

τi =

⎧⎪⎨
⎪⎩

πi , if πi < s

πi + 1, if s � πi < t

πi + 2, otherwise.

Since τ = (π↑,s, j )↑,t+1, j = (π↑,t, j )↑,s, j+1, the statement in
the claim holds.
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